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ABSTRACT 

In many clinical applications, medical picture segmentation is essential for precise diagnosis and therapy 

planning. For prompt diagnosis and intervention, real-time processing and transmission of medical pictures 

is crucial in communication systems, especially in telemedicine and remote healthcare monitoring. Utilizing 

VLSI technology to implement K-means presents a viable way to satisfy the strict criteria of communication 

systems while addressing the computational demands of picture segmentation. Current systems frequently 

depend on software-based techniques, like threshold segmentation, which can result in a large amount of 

processing overhead and latency, especially in contexts with limited resources. Furthermore, these 

implementations have difficulty achieving real-time performance, which limits their applicability in 

healthcare communication systems. Therefore, by shifting the computational load from software to 

hardware, this work's suggested VLSI-based strategy seeks to overcome these difficulties by enabling 

parallel processing and effective resource usage. Through hardware architecture optimization and the 

utilization of the K-means algorithm's inherent parallelism, our approach guarantees low latency and high 

throughput, making it appropriate for real-time medical image segmentation in communication systems. 
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1. INTRODUCTION 

At present, this technology has made some progress in chest disease diagnosis. However, artificial 

intelligence-based diagnosis technique still has many obvious drawbacks. For example, these include low-

level feature recognition, small proportion of disease spots, and changeable disease location between the 

chest disease and the remaining normal area, compared with those from real images, due to the coarse-

grained recognition [1]. Therefore, it is hard to make connections between features, and finding the subtle 

traits that fully characterize the object is not straightforward, so the fine-grained classification of chest 

diseases is very challenging due to the difficulty of finding discriminative features [2].  It is also difficult 

to find the most representative features for fine-grained classification of chest diseases. On the other hand, 

the imbalance between normal and disease X-ray images makes it challenging to design accurate diagnostic 

algorithms. This can lead to misdiagnosis, as the gradient direction tends to favor normal X-ray images [3]. 

Current algorithms can only detect whether an image is diseased or not but have difficulty identifying the 

specific type of disease and differences between them. To conquer those problems, binary cross-entropy is 

used in this study to balance the number of disease and normal X-ray images and compensate for the loss 
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function among graph mining techniques for imaging classification, clustering algorithms are 

extraordinarily critical, since they can categorize objects into different groups according to their similarities. 

Traditional clustering algorithms [4,5], such as K-means [6], are limited by their spherical assumptions, 

which can lead to local optima. Spectral clustering [7] has rapidly developed in recent years to compensate 

for these limitations by leveraging the eigenvalues of the similarity matrix. Fiedler initialized spectral 

clustering algorithm, unlike traditional clustering algorithms, spectral clustering does not rely on shape 

assumptions and can find the global optimum. It has been widely used in VLSI design [8], load balancing, 

parallel computing [9], and sparse matrix partitioning.  Spectral clustering is advantageous in both 

theoretical and practical applications, and it can be applied to any distribution pattern without considering 

dependency assumptions.   

2. LITERATURE SURVEY 

Jyoti, Kumari, et.al [10] proposed the TQWT parameters optimized for PSNR and SSIM yielded promising 

results. MCA-based model enabled efficient storage and classification using ResNet50 and Alex Net CNN 

models, achieving average accuracies of 98.82% and 94.64% for small and large datasets, respectively, 

surpassing conventional deep learning methods. Sulaiman, Adel, et.al [11] developed COVID-19 and 

tuberculosis are prevalent lung diseases, yet joint diagnosis approaches are limited. A proposed deep 

learning model detects these diseases from chest X-ray images, achieving 98.72% accuracy across all 

classes. With a recall score of 99.66% for Pneumonia, 99.35% for No-findings, 98.10% for Tuberculosis, 

and 96.27% for COVID-19, it outperforms existing studies. Nayak, Soumya Ranjan, et.al [12] developed 

the COVID-19 epidemic spurred intensive AI-based studies, but heavy models posed time and memory 

constraints. A lightweight CNN approach was devised for multi-class and binary classification of chest X-

rays, achieving 98.33% accuracy.  

Priya, R. Krishna, et.al [13] developed the storage and processing of medical data irrespective of the 

physical location of lab are explored in this research with Cloud computing. Extracted valid information 

from a medical image was high importance in the medical arena. The information loss may lead to the 

misinterpretation of medical image analysis and treatment analysis. Nawaz, Marriam, et.al [14] developed 

the competence of machine learning approaches to carry out clinical expertise tasks has recently gained a 

lot of attention, particularly in the field of medical-imaging examination. Among the most frequently used 

clinical-imaging modalities in the healthcare profession is chest radiography. Shaheed, Kashif, et.al [15] 

developed the COVID-19 tests quickly, accurately, and consistently.  Methods: Using chest X-ray images, 

this study proposed a cutting-edge scheme for the automatic recognition of COVID-19 and pneumonia.  

Arvind, S., et.al [16] developed the Deep models had immensely contributed to this sector thus making it 

easier for quick diagnosis, early and effective treatment. X-Rays are the most used radiological medical 

imaging tool and radiologists. Medical practitioners face huge difficulty classifying and segmenting 

different organs by looking at the chest X-Rays. Rajaraman, Sivaramakrishnan, et.al [17] developed the 

Deep learning (DL) models was state-of-the-art in segmenting anatomical and disease regions of interest 

(ROIs) in medical images. Particularly, many DL-based techniques have been reported using chest X-rays 

(CXRs). dos Santos Silva, Bruno Riccelli, et.al [18] developed the time necessary to confirmed patient 

infection can be lengthy, and the process was expensive. On the other hand, X-Ray and CT scans play a 

vital role in the auxiliary diagnosis process. Hence, a trusted automated technique for identifying and 

quantifying the infected lung regions would be advantageous. Rollan-Martinez-Herrera, Maria, et.al [19] 

developed the thorax segmentation approach in Chest Radiographs based on a U-Net architecture that 

captures useful information from the mediastinal region, which was often discarded in lung-based 
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segmentation. Farhan, Abobaker Mohammed Qasem, et.al [20] developed the chest X-ray images provided 

vital information about the congestion cost-effectively. They proposed a novel Hybrid Deep Learning 

Algorithm (HDLA) framework for automatic lung disease classification from chest X-ray images. 

 

3. PROPOSED METHODOLOGY 

Figure 1 proposed system architecture, which illustrates a process starting with the input of a chest X-ray 

image, followed by its reading into MATLAB for further analysis. Once the image is imported, MATLAB 

performs preprocessing tasks to enhance its quality and reduce noise. Subsequently, the preprocessed image 

undergoes conversion into text format within MATLAB. This step involves extracting relevant features or 

characteristics from the image and representing them as text data, potentially aiding in further 

computational analysis or integration with other systems. The text data obtained from the previous step is 

then input into a hybrid clustering algorithm implemented in VLSI. Hybrid clustering combines multiple 

clustering techniques to achieve more accurate and efficient segmentation. Once clustering is performed, 

the resulting segmented text data is output from the VLSI system. Following this, MATLAB takes over 

again by converting the segmented text data back into an image format, reconstructing the segmented 

regions based on the clustering results. Finally, the output of this process is the segmented chest X-ray 

image, where different anatomical structures or abnormalities are delineated, potentially aiding medical 

professionals in diagnosis and treatment planning. 

 

Figure 1. Proposed block diagram 

3.1 VLSI Based Hybrid Clustering Process 

Step-1: Read the input pixels data and store them into memory: In the first step of a hybrid clustering 

approach, the input pixels data are read and stored into memory. This process involves retrieving the pixel 

values from the source, which could be an image file, a database, or any other data repository containing 

the pixel information. The pixel data typically include attributes such as color values (e.g., RGB or grayscale 

intensity), spatial coordinates, or other relevant features depending on the specific application. These pixel 
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values are then loaded into memory, usually in the form of arrays or matrices, to facilitate subsequent 

processing. The algorithm begins by reading the input image data and storing it into the computer's memory. 

This process involves loading the image pixel by pixel, where each pixel typically contains information 

about its color or intensity. By storing the pixel data in memory, the algorithm gains access to the raw image 

information, enabling further processing to identify and segment different regions or individuals within the 

image. 

Step-2: Automated No of Clusters Selection: In the second step of hybrid clustering, the algorithm 

focuses on automatically determining the optimal number of clusters to be created based on the 

characteristics of the input image data. This is a crucial step as it ensures the segmentation process is 

adaptive and tailored to the specific complexities and variations present in human images. Various 

techniques can be employed to automatically select the number of clusters, such as statistical methods, 

density-based approaches, or heuristics based on image properties like texture, color distribution, or edge 

detection. 

Step-3: Cluster Analysis with cluster-to-cluster similarity measurement: In the third step of hybrid 

clustering, the algorithm performs cluster analysis on the pixel data to identify distinct groups or clusters 

that represent different parts of the image. This involves applying clustering techniques such as k-means, 

hierarchical clustering, or density-based clustering to partition the pixels into cohesive groups based on 

their similarities in color, texture, or other features. Additionally, the algorithm evaluates the similarity 

between clusters to understand how different regions or individuals in the image relate to each other 

spatially and visually. 

Step-4: Internal Cluster Values Analysis With pixel-to-pixel difference estimation: In the fourth step 

of hybrid clustering, the algorithm focuses on analyzing the internal values of each cluster and assessing 

whether there are significant differences between pixel values within clusters. By examining the internal 

characteristics of clusters, such as the distribution of pixel intensities or color values, the algorithm gains 

insights into the homogeneity or coherence of each cluster. This analysis helps ensure that each cluster 

represents a distinct and coherent region or individual within the image, enhancing the accuracy and 

reliability of the segmentation results. 

Step-5: Resultant Two Clusters Generation: In the fifth step of hybrid clustering, the algorithm finalizes 

the clustering process by reducing the number of clusters to a predefined quantity, such as two clusters for 

binary segmentation representing foreground and background. This reduction is often achieved through 

cluster elimination or merging similar clusters. The goal is to simplify the segmentation while preserving 

the essential features and details of the image. By maintaining a smaller number of clusters, the 

segmentation result becomes more interpretable and easier to analyze. 

Step-6: Maximum pixel values Based regions finalization: In the sixth step of hybrid clustering, the 

algorithm focuses on maintaining maximum pixel values for color difference. This involves adjusting the 

cluster centroids or boundaries to ensure that the color differences between clusters are maximized, thereby 

enhancing the visual distinction between different segments of the image. The hybrid clustering algorithm 

iteratively refines the segmentation process by iteratively considering the maximum pixel values within 

each cluster to delineate regions. By focusing on the most intense or salient areas within each cluster, the 

algorithm can effectively separate distinct objects or features within the image, even in cases where there 

may be overlapping or ambiguous boundaries. This finalization step plays a crucial role in improving the 

segmentation quality by ensuring that regions are accurately delineated based on their dominant visual 
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characteristics, ultimately contributing to more precise and meaningful image analysis and interpretation. 

By optimizing the color differences between clusters, the algorithm aims to improve the clarity and accuracy 

of the segmentation result, making it easier to discern between different regions such as disease effected or 

normal within the image. 

Step-7: Generate output text file: In the seventh step of hybrid clustering, the algorithm generates an 

output text file containing the segmented regions or individuals. This text file typically includes information 

about the location, size, and characteristics of each segment, allowing for easy access and interpretation of 

the segmentation results. By storing the segmentation output in a text format, the algorithm enables further 

analysis or processing of the segmented image data using various software tools or programming languages. 

4.RESULTS AND DISCUSSION 

Figure 2 illustrates the simulation outcome, which presumably showcases the results of running the 

segmentation algorithm on a dataset.  Figure 3 presents a design summary, likely detailing the architecture 

or methodology of the segmentation algorithm. Figure 4 offers a power summary, which could refer to 

computational power consumption or efficiency metrics of the segmentation algorithm.  Figure 5 depicts a 

time summary, likely showcasing the time-related metrics of the segmentation algorithm, such as processing 

time per image or overall runtime. Figure 6 is split into two parts, illustrating the performance of the 

segmentation algorithm through segmented images. Part (a) shows an input image, while part (b) displays 

the segmented output image generated by the proposed method. This comparison visually demonstrates the 

effectiveness of the algorithm in accurately segmenting objects or regions of interest within the images. 

Table 1 provides a detailed comparison between the existing segmentation method and the proposed method 

across various performance metrics, including accuracy, sensitivity, F-measure, precision, Matthew’s 

correlation coefficient (MCC), Dice coefficient, Jaccard coefficient, and specificity. The proposed method 

significantly outperforms the existing method across all metrics, indicating its superiority in accurately 

delineating objects or regions of interest in the images. 

 

Figure 2. Simulation outcome 
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Figure 3. Design summary. 

 

Figure 4. Power summary 

 

Figure 5. Time summary 
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(a)                                                                                 (b) 

Figure 6. Segmented Image Performance (a) Input Image (b) Proposed Segmented output image. 

 

Table 1. Comparison Table  

Parameter Existing Method Proposed Method 

Accuracy 70.494 99.9959 

Sensitivity 44.7561 99.9965 

F-measure 50.8043 99.9921 

Precision 61.3167 99.9877 

MCC 30.0069 99.9893 

Dice 50.8043 99.9921 

Jaccard 38.8676 99.9842 

Specificity 85.4226 99.9959 

 

5.CONCLUSION  

The VLSI implementation of chest X-ray image segmentation using hybrid clustering represents a 

significant advancement in medical imaging technology, poised to revolutionize diagnostic processes in 

healthcare. By combining the power of VLSI chips with innovative hybrid clustering techniques, this 

approach offers a promising solution for automatically segmenting chest X-ray images into meaningful 

regions for medical analysis. The integration of hybrid clustering algorithms, such as k-means, hierarchical 

clustering, and density-based clustering, allows for more accurate and robust segmentation, catering to the 
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complex and variable characteristics of chest X-ray images. This groundbreaking implementation harnesses 

the parallel processing capabilities of VLSI chips to efficiently perform the computationally intensive tasks 

involved in image segmentation. By distributing the workload across multiple processing units on the VLSI 

chip, the segmentation process can be accelerated, enabling real-time or near-real-time analysis of chest X-

ray images. This not only enhances the efficiency of medical diagnosis but also facilitates timely 

interventions and treatments for patients, potentially leading to improved patient outcomes and healthcare 

delivery. 
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