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ABSTRACT 

The skin, being the largest organ in the human body, plays a vital role in protecting muscles, bones, and 

other tissues. When skin functionality is compromised, it can adversely affect overall health. Due to its 

sensitivity, the skin is particularly vulnerable to environmental factors such as sunlight and pollution, 

which can lead to skin cancer. Skin cancer primarily manifests in two forms: benign and melanoma. 

While benign lesions, like moles, remain superficial and non-invasive, melanoma poses a serious threat, 

often resulting in sores and bleeding. It originates from melanocytes and is considered more hazardous. 

In the United States, over 700,000 skin lesions are diagnosed annually, as reported by the American 

Cancer Society. 

Statistical data from Apollo and other medical institutions indicate that melanoma predominantly affects 

individuals aged 41 and above, particularly those with fair skin. Early detection of skin cancer is crucial, 

as timely diagnosis can save lives and prevent the spread of cancer cells. Despite advancements in 

detection technologies, experienced dermatologists often struggle to identify skin cancer at its early 

stages. Consequently, numerous hardware and software solutions have been developed to assist in 

diagnosis. 

Skin cancer remains the most common form of cancer, contributing to millions of deaths each year. The 

early identification of high-risk cases and timely treatment are essential for reducing mortality rates and 

improving survival outcomes. Current research predominantly focuses on machine learning algorithms; 

however, these methods frequently fall short in achieving optimal accuracy and specificity. To enhance 

diagnostic performance, this study employs advanced preprocessing techniques, including sharpening 

and smoothing filters, to minimize image noise. A deep learning convolutional neural network (DL-

CNN) is then implemented for the multi-class classification of skin cancer, aiming to maximize system 

efficiency. The results of this research can be effectively utilized for the categorization of nine distinct 

forms of skin cancer. 
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1. INTRODUCTION 

Since the 1970s, skin cancer has held the title of the most prevalent disease globally. Over the previous 

several decades, there has been an uptick in people diagnosed with nonmelanoma and melanoma skin 

cancers, respectively. Melanoma can be identified in that only one in three cases of cancer, as stated by 

the World Health Organization (WHO), and according to statistics provided by the Skin Cancer 

Foundation, one out of every five people in the United States will develop skin cancer at some point 

during their lifetime. For the past several centuries, the incidence of skin cancer has risen at a relatively 

constant rate, particularly in the Western hemisphere. Countries such as the United States, Canada, and 

Australia are just some of the places where this trend has been observed. Infectious diseases of the skin 

typically have the potential to have a significant detrimental effect on the overall health of people all 
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over the world. According to one piece of a study released in 2017, multiple studies have demonstrated 

that skin cancer is responsible for 1.79 percent of the disease burden assessed in disability-adjusted life 

years on a global scale [1]. The incidence of skin cancer accounts for around 7 percent of all newly 

diagnosed instances of cancer worldwide [2], resulting in a loss of more than $8 billion for the Medicare 

program in the United States in 2011. Clinical data suggest that there are such disparities in results 

based on race in the case of skin cancer: Even though people with darker skin tones are approximately 

20 to 30 times as likely to develop melanoma than those who have lighter skin tones, it has been 

discovered that people with darker skin tones either have a higher or lower mortality risk for specific 

types of melanomas, depending on their skin tone.  

To administer the appropriate treatment, it is essential to identify a skin lesion correctly. It is possible 

to accomplish early diagnosis of melanoma in dermoscopy photographs and pictures using this method, 

which improves the survival rate. 

Dermatologists who have had considerable training in the many skin lesions that melanomas might 

cause are the most qualified to make an accurate diagnosis. Because of this, diagnosing melanoma can 

be a challenging task because there is no clear separation between skin lesions and the skin itself, 

malignant and non-melanoma skin lesions appear visually similar, and there are other factors to 

consider. Therefore, creating a trustworthy automatic detection method for skin tumors, such as a 

system that can automatically analyze skin lesions, will be greatly useful to pathologists. This is 

especially relevant in an era where knowledge is scarce. 

According to the findings of this study, the classification methods of K-nearest Neighbors, Support 

Vector Machines, and Decision Trees all produced subpar results in terms of precision and accuracy. 

After conducting further research into the mathematics that underlies classification, it was found that 

employing Deep Learning models was the most sophisticated method for getting the desired outcomes 

(also known as deep learning models). We experimented with many different mathematical models, 

both with and without the application of Learning Algorithms. However, we concluded that the depth 

and quality of activation that was made available by pre-trained models did not meet up. Consequently, 

we merged our mathematical expertise and developed a model known as a Dense Convolutional 

Network, which offered an accuracy of more than 86.6 percent. 

2. LITERATURE SURVEY 

Hameed et al. [3] implemented using a hybrid approach i.e., using deep convolution neural network and 

error-correcting output codes (ECOC) support vector machine (SVM). The proposed scheme is 

designed, implemented, and tested to classify skin lesion image into one of five categories, i.e., healthy, 

acne, eczema, benign, or malignant melanoma. Experiments were performed on 9,144 images obtained 

from different sources. AlexNET, a pre-trained CNN model was used to extract the features. For 

classification, the ECOC SVM classifier was used. Using ECOC SVM, the overall accuracy achieved 

is 86.21%. 10-fold cross validation technique was used to avoid overfitting. The results indicate that 

features obtained from the convolutional neural network can enhance the classification performance of 

multiple skin lesions. 

Aldhyani et al. [4] proposed a CNN-based model with efficient utilization of kernels and activation 

functions. The proposed model has shown a remarkable class-wise (seven classes) accuracy and overall 

accuracy of 97.85% on the test dataset with fewer parameters than is standard (172,363). The proposed 

model can also be used for disease classification with a dataset that has more classes. The model still 

has room for more accurate prediction of benign keratosis-like lesions, melanoma, and melanocytic 

nevi classes of skin lesions. 
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Vakili et al. [5] focused on primary skin lesion classification, particularly early-stage detection, and 

present a deep learning approach to classify images containing skin lesions, macule, nodule, papule, 

plaque pustule, wheal, and bulla. This framework applied deep learning techniques for classifying such 

images into seven classes covering the types of lesions. This work performed experiments on pre-

trained deep convolutional neural network models to find the most accurate one. The result showed that 

the pre-trained model ResNet-50 after the training and testing can achieve satisfactory accuracy of 

85.95%. 

Iqbal et al. [6] developed, implemented, and calibrated an advanced deep learning model in the context 

of automated multi-class classification of skin lesions. The proposed Deep Convolutional Neural 

Network (DCNN) model is carefully designed with several layers, and multiple filter sizes, but fewer 

filters and parameters to improve efficacy and performance. Dermoscopic images are acquired from the 

International Skin Imaging Collaboration databases (ISIC-17, ISIC-18, and ISIC-19) for experiments. 

The experimental results of the proposed DCNN approach are presented in terms of precision, 

sensitivity, specificity, and other metrics. Specifically, it attains 94 % precision, 93 % sensitivity, and 

91 % specificity in ISIC-17. It is demonstrated by the experimental results that this proposed DCNN 

approach outperforms state-of-the-art algorithms, exhibiting 0.964 area under the receiver operating 

characteristics (AUROC) in ISIC-17 for the classification of skin lesions and can be used to assist 

dermatologists in classifying skin lesions. As a result, this proposed approach provides a novel and 

feasible way for automating and expediting the skin lesion classification task as well as saving effort, 

time, and human life. 

Chaturvedi et al. [7] proposed an automated computer-aided diagnosis system for multi-class skin 

(MCS) cancer classification with an exceptionally high accuracy. The proposed method outperformed 

both expert dermatologists and contemporary deep learning methods for MCS cancer classification. 

This work performed fine-tuning over seven classes of HAM10000 dataset and conducted a 

comparative study to analyse the performance of five pre-trained convolutional neural networks (CNNs) 

and four ensemble models. The maximum accuracy of 93.20% for individual model amongst the set of 

models whereas maximum accuracy of 92.83% for ensemble model is reported in this paper. This 

framework proposed use of ResNeXt101 for the MCS cancer classification owing to its optimized 

architecture and ability to gain higher accuracy. 

Anjum et al. [8] proposed the ensemble CNN models for skin lesion detection. In the localization 

method, ONNX and squeeze Net model is used as a backbone of the YOLOv2 model. The configuration 

parameters of the segmentation model are selected after the extensive experiment for accurate lesion 

segmentation. The segmentation method achieves Global Accuracy of 0.93, 0.95 on ISBI 2017, and 

ISBI 2018 respectively. The skin lesion classification is performed by applying ResNet-18 model and 

deep features are extracted by cross entropy activation function. Later, extracted features vectors are 

enhanced by using ACO method. The hybrid classification approach provided good classification 

results compared to the recent existing work.  

Anand et al. [9] proposed a transfer learning-based model with help of pre-trained Xception model. The 

Xception model was modified by adding layers such as one pooling layer, two dense layers and one 

dropout layer. A new Fully Connected (FC) layer changed the original Fully Connected (FC) layer with 

seven skin disease classes. The proposed model has been evaluated on a HAM10000 dataset with large 

class imbalances. The data augmentation techniques were applied to overcome the unbalancing in the 

dataset. The new results showed that the model has attained an accuracy of 96.40% for classifying skin 

diseases. The proposed model works best on Benign Keratosis and the values of precision, sensitivity 
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and F1 score are 99%, 97% and 0.98 respectively. This method can provide patients and doctors with a 

good notion of whether medical assistance is required, thus, avoiding undue stress and false alarms. 

Srinivasu et al. [10] proposed a computerized process of classifying skin disease through deep learning 

based MobileNet V2 and Long Short-Term Memory (LSTM). The MobileNet V2 model proved to be 

efficient with a better accuracy that can work on lightweight computational devices. The proposed 

model is efficient in maintaining stateful information for precise predictions. A grey-level co-

occurrence matrix is used for assessing the progress of diseased growth. The performance has been 

compared against other state-of-the-art models such as Fine-Tuned Neural Networks (FTNN), 

Convolutional Neural Network (CNN), Very Deep Convolutional Networks for Large-Scale Image 

Recognition developed by Visual Geometry Group (VGG), and convolutional neural network 

architecture that expanded with few changes. 

Shanthi et al. [11] utilized the Convolutional Neural Network (CNN) used in this paper around 11 layers 

viz., Convolution Layer, Activation Layer, Pooling Layer, Fully Connected Layer and Soft-Max 

Classifier. Images from the DermNet database are used for validating the architecture. The database 

comprised all types of skin diseases out of which we have considered four different types of skin 

diseases like Acne, Keratosis, Eczema herpeticum, Urticaria with each class containing around 30 to 60 

different samples. The challenge in automating the process includes the variation of skin tones, location 

of the disease, specifications of the image acquisition system etc., The proposed CNN Classifier results 

in an accuracy of 98.6% to 99.04%. 

Allugunti et al. [12] shown a deep learning technique for reliably diagnosing the type of melanoma 

present at a preliminary phase. The proposed model makes a distinction between lesion maligna, 

superficial spreading, and nodular melanoma. This permits the early diagnosis of the virus and the quick 

isolation and therapy necessary to stop the transmission of infection further. Deep learning (DL) and 

the standard non-parametric machine learning method are exemplified in the deep layer topologies of 

the convolutional neural network (CNN), which are neural network algorithms. The effectiveness of a 

CNN classifier was evaluated using data retrieved from the website https://dermnetnz.org/. The 

outcomes of the experiments show that the proposed method is superior in terms of diagnostic accuracy 

compared to the methodologies that are currently considered state of the art. 

3. PROPOSED SYSTEM 

In this project we are using CNN (convolution neural networks) to classify skin diseases from images 

as CNN gain lots of success and popularity in the field of image classification. To train CNN we have 

used skin disease dataset which contains 9 different types of diseases such as 'Actinic Keratosis', 'Basal 

Cell Carcinoma', 'Dermatofibroma', 'Melanoma', 'Nevus', 'Pigmented Benign Keratosis', 'Seborrheic 

Keratosis', 'Squamous Cell Carcinoma' and 'Vascular Lesion'. After training CNN algorithm, we can 

upload any test image then CNN will detect and classify disease from that image. Fig. 1 shows the block 

diagram of the proposed system. 



Harnessing Deep Learning for Accurate Multi-Class Classification of Skin 

Cancer Types 

 

105 
 

 

Fig. 1: Block diagram of proposed system. 

 

 

3.1 User registration 

This module is used for user registration. In this module user must upload the username, password, 

contact number, email ID, address. After entering the details then press the register button. 

3.2 User login 

In this module user must enter their username and password to access the account. 

3.3 Train CNN model 

DL-CNN 

According to the facts, training and testing of any deep neural network or transfer learning involves in 

allowing every source image via a succession of convolution layers by a kernel or filter, rectified linear 

unit (ReLU), max pooling, fully connected layer and utilize SoftMax layer with classification layer to 

categorize the objects with probabilistic values ranging from [0,1].  

 

Fig. 2: Proposed system for DL-CNN model training. 

Convolution layer as is the primary layer to extract the features from a source image and maintains the 

relationship between pixels by learning the features of image by employing tiny blocks of source data. 

It’s a mathematical function which considers two inputs like source image 𝐼(𝑥, 𝑦, 𝑑) where 𝑥 and 𝑦 

denotes the spatial coordinates i.e., number of rows and columns. 𝑑 is denoted as dimension of an image 



History of Medicine, 2021, 7(1): 101-116  

 
 
 

                                                                                                                                                                        106 
 

(here 𝑑 = 3, since the source image is RGB) and a filter or kernel with similar size of input image and 

can be denoted as 𝐹(𝑘𝑥, 𝑘𝑦, 𝑑). 

 

Fig. 3: CNN architecture. 

The output obtained from convolution process of input image and filter has a size of 

𝐶 ((𝑥 − 𝑘𝑥 + 1), ( 𝑦 − 𝑘𝑦 + 1), 1), which is referred as feature map. Let us assume an input image 

with a size of 5 × 5 and the filter having the size of 3 × 3. The feature map of input image is obtained 

by multiplying the input image values with the filter values. 

 

Fig. 4: Representation of convolution layer process. 

 

(a) 

 

(b) 

Fig. 5: Example of convolution layer process (a) an image with size 𝟓 × 𝟓 is convolving with 𝟑 × 𝟑 

kernel (b) Convolved feature map. 
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3.3.1 ReLU layer 

Networks that utilize the rectifier operation for the hidden layers are cited as rectified linear unit 

(ReLU). This ReLU function 𝒢(∙) is a simple computation that returns the value given as input directly 

if the value of input is greater than zero else returns zero. This can be represented as mathematically 

using the function 𝑚𝑎𝑥(∙) over the set of 0 and the input 𝓍 as follows: 

𝒢(𝓍) = max{0, 𝓍} 

3.3.2 Max pooing layer 

This layer mitigates the number of parameters when there are larger size images. This can be called as 

subsampling or down sampling that mitigates the dimensionality of every feature map by preserving 

the important information. Max pooling considers the maximum element form the rectified feature map. 

3.3.3 Softmax classifier 

Generally, as seen in the above picture softmax function is added at the end of the output since it is the 

place where the nodes are meet finally and thus, they can be classified. Here, X is the input of all the 

models and the layers between X and Y are the hidden layers and the data is passed from X to all the 

layers and Received by Y. Suppose, we have 10 classes, and we predict for which class the given input 

belongs. So, for this what we do is a lot each class with a particular predicted output. Which means that 

we have 10 outputs corresponding to 10 different classes and predict the class by the highest probability 

it has. 

 

Fig. 6: Classification using SoftMax classifier. 

In Fig. 7, and we must predict what the object that is present in the picture. In the normal case, we 

predict whether the crop is A. But in this case, we must predict what the object that is present in the 

picture. This is the place where softmax comes in handy. As the model is already trained on some data. 

So, as soon as the picture is given, the model processes the pictures, sends it to the hidden layers and 

then finally send to softmax for classifying the picture.  
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Fig. 7: Example of SoftMax classifier. 

The softmax uses a One-Hot encoding Technique to calculate the cross-entropy loss and get the max. 

One-Hot Encoding is the technique that is used to categorize data. In the previous example, if softmax 

predicts that the object is class A then the One-Hot Encoding for:  

Class A will be [1 0 0] 

Class B will be [0 1 0] 

Class C will be [0 0 1] 

From the diagram, we see that the predictions are occurred. But generally, we don’t know the 

predictions. But the machine must choose the correct predicted object. So, for machines to identify an 

object correctly, it uses a function called cross-entropy function. 

So, we choose more similar values by using the below cross-entropy formula. 

 

Fig. 8: Example of SoftMax classifier with test data. 

In the above example we see that 0.462 is the loss of the function for class specific classifier. In the 

same way, we find loss for remaining classifiers. The lowest the loss function, the better the prediction 

is. The mathematical representation for loss function can be represented as: - 

𝐿𝑂𝑆𝑆 = 𝑛𝑝. 𝑠𝑢𝑚(−𝑌 ∗  𝑛𝑝. 𝑙𝑜𝑔(𝑌_𝑝𝑟𝑒𝑑) 

4. RESULTS AND DISCUSSION 
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In below screen I am showing dataset used in this project 

 

In the above screen 9 different folders are there with different diseases names and just enter any folder 

to see that disease images. You can see below screen 

 

We are using above images to train CNN and below screen showing CNN code for training. 
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In above code read red colour comments to know about reading and processing images and then saving 

to X and Y array and in below screen we can CNN is getting training with X and Y array values 

 

In above code you can see we are defining Convolution Neural Network (CNN) object and then training 

with X and Y array values. 

To run project double click on ‘run.bat’ file to start DJANGO web server and to get below screen 
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In above screen DJANGO server started and now open browser and enter URL as 

http://127.0.0.1:8000/index.html and press enter key to get below screen 

 

In above screen click on ‘Register Here’ link to get below signup screen 

 

In above screen user is enter signup details and then press ‘Register’ button to complete signup process 

and to get below output 
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In above screen in blue colour text we can see signup process completed and now click on ‘Login’ link 

to get below screen 

 

In above screen user is login and then click on ‘Login’ button to get below screen 

 

In above screen user can click on ‘Train CNN Algorithm’ link to train CNN and to get below output 

 

In above CNN confusion matrix graph we can prediction on test data and in above graph x-axis 

represents predicted disease names and y-axis represents original test classes and in above all values in 
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diagnol boxes are the correct prediction and value > 0 which are not in diagnol are the wrong prediction 

and we can see only few records are wrongly predicted. Now close above graph to get below CNN 

accuracy 

 

In above screen we got CNN accuracy as 93% and in below screen we can see CNN architecture 

 

In above CNN architecture we have designed multiple layers with different image sizes such as 30 X 

30, 15 X 15 etc. Now go back to output application and then click on ‘Disease Detection & 

Classification’ link to get below output 
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In above screen click on ‘Choose File’ button to upload skin diseases images from ‘testImages’ folder 

and then click on ‘Predict Disease’ button to classify disease 

 

In above screen selecting and uploading ‘7.jpg’ and then click on ‘Open’ button to load image and then 

click on ‘Predict Disease’ button to get below output 

 

In above screen in blue colour text we can see CNN classify disease on image as ‘Melanoma’ and 

similarly you can upload and test remaining images 
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5. CONCLUSION AND FUTURE WORK 

In this framework, deep learning convolution neural network (DL-CNN) was designed for the multi-

class classification of skin cancer in order to archive the system's maximum efficiency and contribute 

to this study. Therefore, the findings of the study may be successfully applied to the categorization of 

all nine distinct forms of skin cancer. In future this work, further enhance to apply the re-enforcement 

learning for accurately classify the skin lesion. 
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